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ABSTRACT: Direction constrained and bipolar waves are introduced. Their possible
applications for direction selective curvature and concavity detection as well as region
segmentation are shown. A CNN algorithm frame for feature-based object decomposition is
presented. Algorithms are tested on the 64x64 CNNUM chip.

1 Introduction

Cellular Neural Networks (CNN)[1][2], the CNN paradigm [3] and the analogic computer, the CNN Universal Machine
[4], provide a new computational approach to spatiotemporal computing in particular image processing. The recent
implementation of the CNN Universal Machine (CNN-UM) architecture, an analog visual microprocessor [5], exhibits
trillion operations per second in a single chip. Contrary to usual digital computing, the application of the CNN paradigm and
analogic algorithms require a completely different way of thinking. Instead of sequentially repetitively executed arithmetic
and logic instructions, the CNN analogic programs consist of the combination of logic and spatiotemporal analog
operations. This analog operation - defined by a template - performs complex computational tasks in a single dynamic wave
or process.

In this paper new propagating wave types are described in section 2 and some of their applications are presented in
section 3. Algorithms are tested on the new 64x64 CNNUM chip [5] in the CADETWin [6] and CCPS environment [7].

2 Special Propagating Waves

In section 2.1 a binary propagating wave is introduced, which propagates along a predefined direction and the
propagation stops when a certain convex hull of the object is filled. The convexity is interpreted only into the direction of
propagation. In section 2.2 a wave type is described that propagates symmetrically, but black and white waves spread
simultaneously. When two differently colored waves bump they annihilate each other.

The input and the initial state of the network are the same in the case of both wave types.

2.1. Direction constrained  wave

Trigger waves, which have symmetric generator template matrix, were discussed in detail in [8]. In this section a
direction selective trigger-like wave is proposed. The propagation starts from those black pixels around which there is a
properly oriented, L shaped pixel configuration (see Fig. 2) and propagates parallel; therefore, the wavefront has a straight
edge shape. The angle of the direction of the normal vector of the propagating wavefront is denoted by α. Fig. 1 shows the
interpretation of α.
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Figure 1: Direction constrained wave
propagation. The Black area is the initial object.
Symbol α is the angle of the normal vector of the
propagation. β denotes the angle of the relevant
boundary of the object. γ1,γ2 are the angles of the
lines which bound the region that will be filled.
The filled area is denoted by gray color.

Figure 2: The result of the concavity filler
template in a 3×4 sized window, α=26.56°. The stable
pixels are denoted by black. Gray color denotes those
pixels that are to be turned into black in the next step.
Propagation occurs if there is a properly oriented, L
shaped  pixel configuration around a white pixel.

Propagation occurs if γ2 < β < γ1 and γ2 < α+π/2 < γ1 . This rule can be transformed into pixel level: those white pixels will
be black which have black neighbours to north-west, south-west, south and white neighbour to north-east. Of course, this
pixel configuration depends on the direction, which is expressed by α.

Figure 3: The result of the concavity filler
template in a 10× 10 sized window, α=26.56° .
Gray color denotes those pixels that are to be
turned into black.

Figure 4: The Result of the concavity filler
template., α=26.56 °

Inequalities and templates for other directions can simply be produced by geometrical rotation and mirroring. In Fig. 2
and Fig. 3 the result of a concavity filler template can be seen when α=26.56°.

Possible α values and related A-template design

As a result eight different templates can be produced. Possible α values are:
α= arctan(±0.5)+k2π, α= arctan(±2) +k2π, k=0..1.

The following template generates propagation for the α=26.56 ° (arctan -0.5) direction:
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This type of wave can fill regions where the tangents of object boundary points are within a prescribed range. This
means that the concave segments of the object can be filled depending on the orientation of the concavity. The effect of the



template can well be observed in Fig. 4. The concavity template (which can be found in the CNN Software Library [10])
produces similar, but direction independent result.

2.2. Bipolar   waves

All cells of a CNN-UM that compute a wave - except the cells changing in the wave front - are in one of the stable
states: they are either black or white. However, there is a third, unstable state - the zero level -, which can be applied in
computation. Thus, in the same structure two different wave types can be initiated: black waves starting from black patches
and white waves triggered by white patches. Other empty areas are set to zero. When two, similarly colored waves collide,
they join. But when two different waves collide, annihilation occurs. See Fig 5.

Figure 5: Transients of bipolar waves. When two different waves
collide, annihilation occurs.

One possible template for this is:
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Since the speed of propagation of the black and the white waves are the same, the annihilation will occur half way between
two different patches. The boundary where the annihilation occurs will be a line (Fig. 6).

Figure 6: Waves of two patches. The
annihilation zone divides the distance of the
initial patches into two equal parts.

If more than two different patches are present, a continuous boundary consisting of line segments will be formed. Thus, if
two point sets are given the region boundary can be approximated (Fig. 7).

Figure 7: Bipolar waves when three
points are present. The annihilation zone
consists of two line segments.



2.3. Curvature and concavity based object decomposition

One of the characteristic features which human recognition seems to be based on is the local curvature of objects.
Several objects can well be described by the positions and relations of their curvature locations.
During his experiment, Fujita [8] found that in monkeys’ inferotemporal cortex, there are neurone cells which are sensitive
exclusively to specific complex shapes and patterns. This recognition is not a kind of template matching, but a much more
robust process which can tolerate wide range changes of illumination and viewing angle of objects.
The CNN operation presented in section 2.1 is suitable for detection of differently oriented arc segments. Since the
curvature is a scale invariant property, it can be an effective descriptor of objects.
Here a CNN algorithm frame for object classification is presented, where feature-based decomposition is applied first and
then the resulting images are filtered by logic operations.

1. Apply the direction selective concavity filler template to the initial black and white images. Do this for all desired
directions of arcs by applying the appropriately transformed template.

2. Subtract the original image from all of the result images and remove small patches and single pixels.
3. Form logic combinations of the result images of the previous step, which contain at this point only patches at the

locations of selected concavities. By logic combination, direction selectivity can be improved.
4. Classify the patches by distance. As a result we get images on which patches are left that have specified distance

and orientation compared to each other.
5. Make logic combination of the result images of the previous step.
6. Compose logic OR of each image. The result is a binary feature vector.

Steps 4 and 5 are not always necessary. The distance classification can be accomplished by applying the variants of shadow
templates for projecting shadows of prescribed length into appropriate directions. If two images are given that contain
patches, let the transient of shadow template run until it reaches the desired length in the first image. Then make logic AND
of the two images. The result contains patches which fall into the selected direction and are not farther from the patches in
the first image than the length of the projected shadow. The shadow template variants can be found in [10].

This algorithm skeleton is used for some applications which are presented in the following section.

3 Applications

In the following sections some applications of the formerly described methods and algorithm are presented. All the
applied templates can be found in [10]. The algorithms were implemented in the new CADETWin and CCPS environment.

3.1. Geon detection by analogic algor ithm

By applying some of the previously described algorithm steps to two geons similar to the ones presented by Fujita [9]
similar result can be reproduced on the 64x64 CNNUM chip. An earlier CNN algorithm for this geon detection problem is
presented in [11]. The flowchart of the algorithm can be seen in Fig 8. The basic idea is to select those objects in which an L
and a horizontally mirrored L shape can be found close to each other. Closeness is evaluated by increasing the size of the
patches and then composing the logic AND of the two images containing the patches. If two L shaped patterns are close
enough to each other the intersection of them is not empty.

3.2. Hand or ientation detection on the 64x64 CNNUM chip

The algorithm’s main steps are the same as in section 2.3 but the distance classification steps are left out. The input image is
grabbed from a camera and then it is thresholded. After that concave regions falling into four directions are located by the
template proposed in section 2.1.  Then the direction selectivity is improved by logic combinations of the four images.
Afterwards the original image is subtracted from the images and the small patches are removed. Finnaly binary decisions
are made, based on whether the images contain black pixels or not. By more complex logic decision, more precise
classification can be accomplished. Application of distance classification can further improve the accuracy of the detection.



AND

Logdif

Concavity 
153°

Concavity 
26°

Logdif

Patchmaker

Patchmaker
Recall

Figure 8: Selection of those objects which are similar to a flipped T. The text boxes contain the names of the applied
templates and logic operations. All the operations are run on the 64x64 CNNUM chip.
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Figure 9: Hand orientation detection by the 64x64 CNNUM chip. The dotted input line of Logdif symbolises the signal
source from the black and white input images. The text boxes contain the names of the applied templates and logic
operations.

3.3. Texton segmentation

The method is very similar to the one presented in section 3.1. At first the different textons are detected by the algorithm
mentioned previously in section 2.3. Then a composite image is created from the two resulting images containing the two
texton sets with different a color. The region boundary is detected by bipolar waves described in section 2.2.



Concavity
153°

Concavity
26°

Concavity
333°

Logdif

Logdif

Logdif

Patch
maker

Patch
maker

Patch
maker

AND

AND

Subtract Bipolar
wave

Figure 10: Texton segmentation. The text boxes contain the names of the applied templates
and logic operations. The final image contains the regions.
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